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1. Matching Motivation
- Goal: Estimate the effect of a treatment

- 2 problems: 

- A person cannot be treated and not treated at the same time

- There is an inherent bias linked with treatment assignment
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1.1 Notation and Hypothesis
- Goal: Estimate the effect of a treatment

- Average Treatment on the Treated

- Hypotheses: 
- Stable Unit Treatment Value Assumption (SUTVA) : observation on one unit should be 

unaffected by the particular assignment of treatments to the other units
- Ignorability : treatment randomly assigned among people with same characteristics
- Positivity 
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2. Matching methods
- Propensity score matching

- Coarsened exact matching

- Cardinality matching
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2.1 Propensity Score Matching
- Matching method that groups the individual according to their propensity 

score
- The propensity score of an individual is its probability to be treated

PS estimation Matching on the PS

-Logistic regression
-Step AIC
-Polynomial regression
-Machine learning algorithms

-kNN with various k
-Exact matching 
-Caliper
-With replace

  ATT/ATE
estimation 
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2.2  Coarsened Exact Matching
The CEM algorithm then involves three steps :

1. Temporarily coarsen each control variable in X (covariates) according to user-defined cutpoints, or CEM’s automatic binning 
algorithm, for the purposes of matching. 

2. Sort all units into strata, each of which has the same values of the coarsened X.
3. Prune from the data set the units in any stratum that do not include at least one treated
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2.3 Cardinality Matching
- Matching method that maximizes the number of individuals matched 

under the covariates balance constraints

- The cardinality matching algorithm solves the integer programming 
problem: 
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2.3 Cardinality Matching
- 3 steps : 

- Choose the covariate balance rules
- Calculation of the largest group of individuals respecting balance constraints
- New pairing among the matched group

- Variants : Matching One to many / Many to many

- Parameters: Balance covariates, choice of solver 
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3. Comparing Matching Methods
Methodology inspired by Resa, María de los Angeles et Zubizarreta, José R. 
Evaluation of subset matching methods and forms of covariate balance, 
Statistics in Medicine 2016 :

- Needed as no theoretical results to compare matching
- Challenge of “empirical experiments”

Results comparison using:

- New covariate distribution (in mean, ratio of Variance divergeance KS)
- Know ATT 
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3. Comparing Matching Methods
Methodology inspired by Resa, María de los Angeles et Zubizarreta, José R. Evaluation of subset 
matching methods and forms of covariate balance, Statistics in Medicine 2016 :

Covariate effect complexity 

Data complexity
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Scenario 1
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Scenario 1



Scenario 6
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Scenario 3
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Scenario 9



Propensity results

KNN with various K

K=100

K=50

K=10

K=5

K=1

Without

Replacement

With

Caliper

Without

With 
c=0.15

Without
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4. Application to Traumabase
- Traumabase database, including 20,037 patients and 

272 variables

- Pre-processing to isolate the 17 study variables

- Missing data problem

- Mixed data problem: PCA
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4. Application to Traumabase

- Selection of patients who have suffered a head injury

- Patients grouped by type and intensity of trauma
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4. Traumabase: methods
Methods used on the traumabase:

- propensity score matching with logistic regression
- propensity score matching with random forests
- propensity score matching with multinomial regression
- coarsened exact matching
- cardinality matching

Estimation of the model quality:
- Bootstrapping
- Residuals analysis
- Covariate balance
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4. Traumabase: General results
Methods Estimated ATT IC 95% Nb dropped

Propensity
Logistic Reg

0,06 [0.0597, 0.0995] 53

Propensity 
Random Forest

0,09 [0.0969,  0.1664] 39

Propensity
Multinomial

0,08 [0.0590,  0.1016] 53

CEM 0,12 [-0.0277,  0.4400] 3528

Cardinality matching 0,10 [0,0208, 0,16201] 7571
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4. Traumabase: PS matching naive model results

ATT: 0,06

Dead DeadAlive Alive

0,06
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4. Traumabase: Model quality and data complexity
Logistic Regression Polynomial Model

1,2 1,2

0,20,2

Residuals analysis

27



5. Robustness to missing data
- MCAR : Missing Completely At 

Random

- MAR : Missing At Random
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5. Robustness to missing data
Imputation methods :

- deletion
- mean
- Amelia
- impute FAMD
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Potential next steps
- Towards study of heterogeneous effect

- Further use of the missing value framework
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